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Focus on two connectivity structures

 The Internet as a physical construct

 The Internet as a physical infrastructure
 Infrastructure = routers/switches and links/cables
 Router-level topology of the Internet

 The Internet as a logical/virtual construct

 The Internet as a “network of networks” 
 Network = Autonomous System/Domain (AS)
 AS-level topology of the Internet



The physical Internet (early 1970s)

http://www.computerhistory.org/internet_history/full_size_images/1973_net_map.gif



The physical (US) Internet (mid 1990s)

http://commons.wikimedia.org/wiki/File:NSFNET-traffic-visualization-1991.jpg



The physical Internet (before 1995)

 Visualization efforts
 Geography is implicit or explicit
 The “meaning” of a node is clear
 Individuals/organizations have complete view of the network

 Insights gained
 Highly structured connectivity
 Details matter (e.g., meaning of a node, geography)
 Rich enough connectivity to “route around failures”



The physical Internet (after 1995)

 New challenges (due to decommissioning of NSFNET)
 No one entity has a complete view of the network
 The “meaning” of a node has become fuzzy
 Geography is gone (an after-thought, at best)

 New appealing approach to visualize the physical Internet
 Step 1: Use traceroute as measurement technique-of-choice
 Step 2: Perform large-scale traceroute campaigns
 Step 3: Combine traceroute-derived Internet paths to obtain 

the Internet’s router-level topology



Step 1: traceroute

 Developed by V. Jacobson (1988)
 Designed to trace out the route to a host
 Discovers compliant (i.e., IP) routers along path between 

selected network host computers

 General appeal
 Everyone can run traceroute
 traceroute results in lots of useful information



traceroute from NJ to 130.126.0.201

 1  wireless_broadband_router (192.168.1.1) 
 2  173.63.208.1 (173.63.208.1) 
 3  g0-3-3-1.nwrknj-lcr-22.verizon-gni.net (130.81.179.194) 
 4  130.81.162.84 (130.81.162.84)
 5  0.xe-3-2-0.br2.nyc4.alter.net (152.63.20.213)
 6  204.255.168.114 (204.255.168.114)
 7  be2063.mpd22.jfk02.atlas.cogentco.com (154.54.47.57)
 8  be2117.mpd22.ord01.atlas.cogentco.com (154.54.7.58)
 9  te0-0-2-0.rcr12.ord09.atlas.cogentco.com (154.54.31.230)
 10  university-of-illinios-urbana.demarc.cogentco.com (38.104.99.42)
 11  t-ch2rtr.ix.ui-iccn.org (72.36.126.77) 
 12  t-710rtr.ix.ui-iccn.org (72.36.126.81)
 13  72.36.127.86 (72.36.127.86) 
 14  iccn-ur1rtr-uiuc1.gw.uiuc.edu (72.36.127.2)
 15  t-exite1.gw.uiuc.edu (130.126.0.201)



Step 2: traceroute campaigns

 Perform large-scale traceroute campaign
 Requires Internet-wide measurement platform/infrastucture
 Challenge of vantage point selection (sources and targets)
 First reported large-scale campaign: Pansiot and Grad (1995)

 Example: Archipelago Measurement Infrastructure (Caida)
 3 teams (~20 monitors each) independently probe some 20M 

/24’s (full routed IPv4 address space) at 100pps in 2-3days
 http://www.caida.org/projects/ark/



Step 3: Combine traceroute paths

 An early example of “big (Internet) data”
 Archipelago measurement campaign started in late 2007
 As of early 2011, the campaign has resulted in some 10 billion 

traceroute measurements (about 4TB of data) collected from 
about 60 different vantage points across the Internet

 Working assumption
 With billions of traceroute-derived Internet paths, it is possible 

to recover the Internet’s router-level topology
 The produced visualizations provide “insight” into the 

Internet’s router-level topology



The “physical” Internet (late 1990s)

http://www.caida.org/publications/papers/1999/webmatters99/images/caida14_sml.gif



The “physical” Internet (~2010)

http://research.blogs.lincoln.ac.uk/files/2011/02/map-of-internet.png



The “physical” Internet (after 1995)

 “Insights” and “discoveries”
 Random (e.g., scale-free) graphs appear to be suitable models
 There are “obvious” high-degree nodes in the Internet
 Removal of high-degree nodes is an “obvious” vulnerability
 Discovery of the Internet’s “Achilles’ heel”

 Questions and issues
 What is the quality of this “big (traceroute) data” …?
 How do the new “insights” compare to Internet reality …?
 What exactly is “physical” about the resulting Internet maps …?



Getting to know your data …

 The “Network Scientist’s” perspective
 Available data is taken at face value (“don’t ask …”)
 No or only little domain knowledge is required
 The outcome often leaves little room for further efforts

 The “Engineer’s” perspective
 Available data tends to be scrutinized (not enough, though)
 Domain knowledge is “king” – details matter!
 The results often give rise to new questions/problems
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Internet Router-level Connectivity
 Nodes
 IP routers or switches

 Links
 Physical connection between two IP routers or switches

 Measurement technique
 traceroute tool 
 traceroute discovers compliant (i.e., IP) routers along path 

between selected network host computers
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The Network Scientist’s View

 Basic “experiment”
 Select a source and destination
 Run traceroute tool 

 Example
 Run traceroute from my machine in Florham Park, NJ, USA 

to www.iet.unipi.it
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Run traceroute from NJ to www.iet.unipi.it
 1  135.207.176.3  2 ms 1 ms 1 ms
 2  fp-core.research.att.com (135.207.3.1)  1 ms 1 ms 1 ms
 3  ngx19.research.att.com (135.207.1.19)  1 ms 0 ms 0 ms
 4  12.106.32.1  1 ms 1 ms 1 ms
 5  12.119.12.73  2 ms 2 ms 2 ms
 6  cr2.n54ny.ip.att.net (12.122.130.94)  4 ms 3 ms 3 ms
 7  ggr4.n54ny.ip.att.net (12.122.130.33)  3 ms 3 ms 3 ms
 8  192.205.34.54  3 ms 3 ms 3 ms
 9  nyk-bb1-link.telia.net (80.91.249.17)  3 ms 3 ms 3 ms
 10  prs-bb1-link.telia.net (80.91.251.97)  89 ms 89 ms 89 ms
 11  mno-b1-link.telia.net (80.91.249.39)  101 ms 101 ms 101 ms
 12  213.248.71.162  96 ms 96 ms 96 ms
 13  rt-mi2-rt-to1.to1.garr.net (193.206.134.42)  98 ms 98 ms 98 ms
 14  rt-to1-rt-pi1.pi1.garr.net (193.206.134.74)  132 ms 132 ms 132 ms
 15  rt-pi1-ru-unipi-1.pi1.garr.net (193.206.136.14)  133 ms 133 ms 133 ms
 16  ing-ser.unipi.it (131.114.191.130)  143 ms 144 ms 143 ms
 17  docenti.ing.unipi.it (131.114.28.20)  133 ms 133 ms 133 ms
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The Network Scientist’s View (cont.)
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The Network Scientist’s View (cont.)
 Measurement technique
 traceroute tool 
 traceroute discovers compliant (i.e., IP) routers along path 

between selected network host computers
 Available data:  from large-scale traceroute experiments

 Pansiot and Grad (router-level, around 1995, France)
 Cheswick and Burch (mapping project 1997--, Bell-Labs)
 Mercator (router-level, around 1999, USC/ISI)
 Skitter (CAIDA/UCSD), became Ark (in 2008)
 Rocketfuel (early 2000, router-level maps of ISPs, UW Seattle)
 Dimes (ongoing EU project)
 TraceNet, xnet (~2008, Univ. of Texas)
 Ono (~2008, Northwestern Univ.)
 Merlin (~2010, Univ. of Strasbourg)

 ...



21http://research.lumeta.com/ches/map/ 
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http://www.isi.edu/scan/mercator/mercator.html 
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The Network Scientist’s View (cont.)
 Inference
 Given: traceroute-based map (graph) of the router-level 

Internet (Internet service provider)
 Wanted: Metric/statistics that characterizes the inferred 

connectivity maps
 Main metric-of-choice:  Node degree distribution



24http://research.lumeta.com/ches/map/ 



25
http://www.isi.edu/scan/mercator/mercator.html 
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The Network Scientist’s View (cont.)
 Inference
 Given: traceroute-based map (graph) of the router-level 

Internet (Internet service provider)
 Wanted: Metric/statistics that characterizes the inferred 

connectivity maps
 Main metric-of-choice:  Node degree distribution

 Modeling
 Power-law node degree distributions
 Scale-free networks …

 Predictions …
 The Achilles’ heel of the Internet ….
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The Engineer’s View

 Measurement technique
 traceroute tool 
 traceroute discovers compliant (i.e., IP) routers along path 

between selected network host computers
 The reported IP addresses are not the routers’ IP addresses, 

but the IP addresses of the routers’ interfaces (outgoing 
packet)
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Run trace route from NJ to www.iet.unipi.it
 1  135.207.176.3  2 ms 1 ms 1 ms
 2  fp-core.research.att.com (135.207.3.1)  1 ms 1 ms 1 ms
 3  ngx19.research.att.com (135.207.1.19)  1 ms 0 ms 0 ms
 4  12.106.32.1  1 ms 1 ms 1 ms
 5  12.119.12.73  2 ms 2 ms 2 ms
 6  cr2.n54ny.ip.att.net (12.122.130.94)  4 ms 3 ms 3 ms
 7  ggr4.n54ny.ip.att.net (12.122.130.33)  3 ms 3 ms 3 ms
 8  192.205.34.54  3 ms 3 ms 3 ms
 9  nyk-bb1-link.telia.net (80.91.249.17)  3 ms 3 ms 3 ms
 10  prs-bb1-link.telia.net (80.91.251.97)  89 ms 89 ms 89 ms
 11  mno-b1-link.telia.net (80.91.249.39)  101 ms 101 ms 101 ms
 12  213.248.71.162  96 ms 96 ms 96 ms
 13  rt-mi2-rt-to1.to1.garr.net (193.206.134.42)  98 ms 98 ms 98 ms
 14  rt-to1-rt-pi1.pi1.garr.net (193.206.134.74)  132 ms 132 ms 132 ms
 15  rt-pi1-ru-unipi-1.pi1.garr.net (193.206.136.14)  133 ms 133 ms 133 ms
 16  ing-ser.unipi.it (131.114.191.130)  143 ms 144 ms 143 ms
 17  docenti.ing.unipi.it (131.114.28.20)  133 ms 133 ms 133 ms
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Cisco 12000 Series Routers

Chassis Rack size Slots
Switching 
Capacity

12416 Full 16 320 Gbps

12410 1/2 10 200 Gbps

12406 1/4 6 120 Gbps

12404 1/8 4 80 Gbps

• Modular in design, creating flexibility in configuration.
• Router capacity is constrained by the number and speed of line 

cards inserted in each slot.

Source: www.cisco.com
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The Engineer’s View (cont.)

 traceroute is strictly about IP-level connectivity
 Originally developed by Van Jacobson (1988)
 Designed to trace out the route to a host

 Using traceroute to map the router-level topology
 Engineering hack
 Example of what we can measure, not what we want to 

measure!

 Basic problem #1: IP alias resolution problem
 How to map interface IP addresses to IP routers
 Largely ignored or badly dealt with in the past
 New efforts in 2008 for better heuristics …
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Interfaces 1 and 2 belong to the same router



Example: Abilene Network
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Reality check: Abilene/Internet2
 

Courtesy Adam Bender
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Node Degree

Actual vs Inferred Node Degrees
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The Engineer’s View (cont.)

 traceroute is strictly about IP-level connectivity
 Basic problem #2: Layer-2 technologies (e.g., MPLS, ATM)
 MPLS is an example of a circuit technology that hides the network’s 

physical infrastructure from IP
 Sending traceroutes through an opaque Layer-2 cloud results in the 
“discovery” of high-degree nodes, which are simply an artifact of an 
imperfect measurement technique.

 This problem has been largely ignored in all large-scale traceroute 
experiments to date.
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(a) (b)
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38http://www.cs.washington.edu/research/networking/rocketfuel/

Illusion of a fully-meshed 
Network due to use of MPLS
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http://www.caida.org/tools/measurement/skitter/
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http://www.caida.org/tools/measurement/skitter/

 www.savvis.net
 managed IP and 

hosting company
 founded 1995
 offering “private IP 

with ATM at core”

This “node” is an 
entire network! 

(not just a router)
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The Engineer’s View (cont.)
 Additional sources of errors
 Bias in (mathematical abstraction of) traceroute
 Has been a major focus within CS/Networking literature
 Non-issue in the presence of above-mentioned problems

 The irony of traceroute measurements
 The high-degree nodes in the middle of the network that 

traceroute reveals are not for real …
 If there are high-degree nodes in the network, they can only exist 

at the edge of the network where they will never be revealed by 
generic traceroute-based experiments …
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The Engineer’s View on traceroute data

 Bottom line
 (Current) traceroute measurements are of little use for 

accurately mapping router-level connectivity
 Unless significant progress is made, it is unlikely that future 

traceroute measurements will be more useful for the purpose of 
router-level mapping 

 Lessons learned
 Key question: Can you trust the available data?
 Critical role of Data Hygiene in the Petabyte Age
 Corollary: Petabytes of garbage = garbage
 Data hygiene is often viewed as “dirty/unglamorous” work



But all this was well-known …!
 J.-J. Pansiot and D. Grad, 1998. On routes and 

multicast trees in the Internet. Computer 
Communication Review 28 (1), 41—50.

 From the Pansiot & Grad paper to the “discovery” of 
the “scale-free Internet”



44

Recap: Step 1 - Measurements

Reference: J.-J. Pansiot 
and D. Grad, 1998. On 
routes and multicast 
trees in the Internet. 
Computer 
Communication Review 
28 (1), 41—50.
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Recap: Step 2 - Analysis

Reference: M. Faloutsos, 
P. Faloutsos, and C. 
Faloutsos, 1999. On 
power-law relationships 
in the Internet topology. 
Proc. ASM Sigcomm ’99, 
Computer 
Communication Review 
29 (4), 251—262.
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Recap: Step 3 - Modeling

Reference: R. Albert, H. 
Jeong, A.-L. Barabasi, 
2000. The Internet’s 
Achilles’ heel: Error and 
attack tolerance of 
complex networks. 
Nature 406, 378—382. 
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Recap: Step 4 – Prediction/Implications

Cover Story: Nature 406, 2000.
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Revisiting Pansiot & Grad 1998 paper
 The purpose for performing their traceroute 

measurements is explicitly stated
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Reference: J.-J. Pansiot and D. Grad, 1998. On routes and multicast trees 
in the Internet. Computer Communication Review 28 (1), page 41.
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Revisiting Pansiot & Grad 1998 paper
 The purpose for performing their traceroute 

measurements is explicitly stated

 The main problems with the traceroute measurements 
are explicitly mentioned (IP alias resolution and Layer-2 
technology)
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Reference: J.-J. Pansiot 
and D. Grad, 1998. On 
routes and multicast trees 
in the Internet. Computer 
Communication Review 
28 (1), page 43.
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Reference: J.-J. Pansiot 
and D. Grad, 1998. On 
routes and multicast trees 
in the Internet. Computer 
Communication Review 
28 (1), pages 45/46.
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Revisiting Pansiot & Grad 1998 paper
 The purpose for performing their traceroute 

measurements is explicitly stated

 The main problems with the traceroute measurements 
are explicitly mentioned (IP alias resolution and Layer-2 
technology)

 The Pansiot and Grad paper is an early textbook example 
for what information a measurement paper should 
provide.
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Revisiting Pansiot & Grad 1998 paper
 The purpose for performing their traceroute

measurements is explicitly stated

 The main problems with the traceroute measurements are 
explicitly mentioned (IP alias resolution and Layer-2 
technology)

 The Pansiot and Grad paper is an early textbook example 
for what information a measurement paper should provide.

 Unfortunately, subsequent papers in this area have 
completely ignored the essential details provided by Pansiot
and Grad and ultimately don’t even cite this work 
anymore!
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Reference: M. Faloutsos, P. Faloutsos, and C. Faloutsos, 1999. On power-law 
relationships in the Internet topology. Proc. ASM Sigcomm ’99, Computer 
Communication Review 29 (4), p. 253.
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Reference: R. Albert, H. Jeong, A.-L. Barabasi, 2000. The Internet’s Achilles’
heel: Error and attack tolerance of complex networks. Nature 406, 378—382. 
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Reference: R. Albert, H. Jeong, A.-L. Barabasi, 2000. The Internet’s Achilles’
heel: Error and attack tolerance of complex networks. Nature 406, 378—382. 
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Discussion
 Details do matter!

 Implications for analyzing traceroute data?

 Every networking student knows the problems 
with traceroute, so why is this domain knowledge 
not used?

 Why has the 1998 Pansiot and Grad paper never 
been referenced in subsequent Internet topology 
papers?



Revisiting the physical Internet

 Renewed public interest



Revisiting the physical Internet

 Renewed public interest

 The physical aspects of the “physical” Internet
 Renewed focus on the “meaning” of a node
 Bring back geography
 Emphasis on structure and not randomness

 Alternative data sources
 traceroute measurements as one of many potential sources
 Use other (publicly) available information                   



Back to basics: From routers/switches …

$ $$ to $$$$$

$$$$$
$$$$$$$



… to racks/cabinets/cages/suites …



… to colocation (colo) companies …



… to carrier hotels



About colos …

 Colos provide space, power, cooling, and physical security 
for third-party networking equipment and facilitate the 
interconnection of those third-party networks

 About 1-2K colocation/data center/interconnection 
facilities in the US

 An informed estimate: Some 10-20% of all US colos
house some 80-90% of all networking (routing) 
equipment



About carrier hotels …

 Many of 1-2K colo facilities in the US are located in one 
and the same physical building (carrier hotel) in a city

 There are a few hundreds of carrier hotels across the US 
where most of the routers are located

 These buildings have publicly-known street addresses 



Two well-known carrier hotels

 60 Hudson Street, NYC
 Built in the late 1920s; Western Union Building
 Tenants include Telx, Equinix, DataDryd, zColo

 One Wilshire, LA
 Built in 1966 as an office building (law firms)
 Became a carrier hotel in the 1990s, mainly due to close proximity 

to AT&T's main switching center on Grand Avenue and Olive Street
 Was bought in 2013 for about $500M ($660 per square foot)
 Tenants include Coresite, zColo, Any2 California (IXP)
 International cable landing point, 40+ Asia/Pacific carriers/ISPs



A look at the NYC carrier hotels …

 NY has about 100 colos
 NYC has some 50
 They are located in a few 

carrier hotels:
 601 W 26th St
 111 8th Ave
 325 Hudson St
 121 Varick St
 32 Ave of the Americas
 60 Hudson St
 25 Broadway
 75 Broad St

http://www.datacenternyc.com/images/mapNY_Fiber.png



The physical Internet – a roadmap

 A short-term goal – a  coarse-grained view …
 Map the largest 100-200 carrier hotels/colos/datacenters
 Put on map of North American Fiber-Optic Long-Haul routes 
 Augment with map of international undersea cables



US Fiber-optic long-haul routes

http://www.metronetzing.org/images/dynamic/image/national.jpg?1288882944959



Global may of undersea cables

http://nicolasrapp.com/wp-content/uploads/2012/07/world_map_05_DARK-520x511.jpg



The “real” physical Internet – a roadmap

 A short-term goal – a  coarse-grained view …
 Map the largest 100-200 carrier hotels/colos/datacenters
 Put on map of North American Fiber-Optic Long-Haul routes 
 Augment with map of international undersea cables

 A longer-term goal – a finer-grained view …
 Map tenants in carrier hotels (PoP, router, interface IP address)
 Map intra- and inter-colo network connections

 An end goal – add “bells and whistles” …
 Eyeballs (end users), server infrastructure (datacenters), …



Some “fun” activities …
 traceroute experiments (I)
 Run traceroute from a machine you can access …
 … to a target in a different continent …

 traceroute experiments (II)
 Run traceroute from a machine you can access …
 … to a target in different continent and back (i.e., need access 

to target machine)

 traceroute experiments (III)
 In case (I) or (II), how would you go about determining which 

undersea cable was carrying your probe packets?
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Focus on two connectivity structures

 The Internet as a physical construct

 The Internet as a physical infrastructure
 Infrastructure = routers/switches and links/cables
 Router-level topology of the Internet

 The Internet as a logical/virtual construct

 The Internet as a “network of networks” 
 Network = Autonomous System/Domain (AS)
 AS-level topology of the Internet



The Internet – a network of networks

 The AS-level Internet
 Nodes = all 40K publicly routed Autonomous Systems (ASes)
 Edges = the set of all transit and peering relationships 

 A logical/virtual construct
 AS-link: the two ASes exchange reachability information
 Reachability: “active” BGP session(s) between border routers
 AS-link is defined via a protocol: Border Gateway Protocol 

(BGP)
 AS-link have attributes (type of AS relationship)

 Internet transit (“customer-provider” relationship)
 Internet peering (“public/private” peering relationship)



The AS-level Internet (since ~1995)

 Challenges (due to decommissioning of NSFNET)
 No one entity has a complete view of the network
 Networks come in many shapes and forms …
 What geography for networks?

 Popular approach to visualizing the AS-level Internet
 Step 1: Use BGP measurements (routing tables, updates)
 Step 2: Obtain the data from multiple route monitors
 Step 3: Combine BGP-derived AS-level paths to obtain the 

Internet’s AS-level topology



Step 1-2: BGP measurements

 Commonly-used publicly available large BGP datasets
 RouteViews project (Univ. of Oregon, since ~1997)

 www.routeviews.org/
 RIPE RIS project (RIPE NCC, Netherlands,  since ~2000)

 www.ripe.net/data-tools/stats/ris/routing-information-service

 Use BGP RIBs (routing information base) 
 RIBs contain routing information maintained by the router
 Typical Routing table size:  ~200-300K entries
 Augment with constantly exchanged announcement/withdrawal 

messages



Typical BGP RIB table entry



Step 3: Combine AS-level paths

 Another example of “big (Internet) data”
 Currently, there are some 14 RIS route collectors, and each one of 

them collects an entire BGP routing table every eight hours
 1 table (~ 200-400K RIB entries) is about 500MB (uncompressed)
 Some 4 billion BGP-derived AS-level paths (~ 7 PB of data) per year

 Working assumption
 With billions of BGP-derived AS paths, it is possible to recover the 

Internet’s AS-level topology
 The produced visualizations provide “insight” into the Internet’s 

router-level topology



The “AS-level” Internet (caida.org)



The “AS-level” Internet (Peer1.com)

http://www.peer1.com/blog/2011/03/map-of-the-internet-2011



The “AS-level” Internet (PNAS 2007)

S. Carmi, S. Havlin, S. Kirkpatrick, Y.Shavitt, and E. Shir (PNAS 2007)



The “AS-level” Internet (2010)

M. Boguna, F. Papadopoulos, and D. Krioukov (Nature Communications, 2010)



The AS-level Internet (current trends)

 “Insights” and “discoveries”
 Random (e.g., scale-free) graphs appear to be suitable models
 There are “obvious” high-degree nodes in the Internet
 Removal of high-degree nodes is an “obvious” vulnerability
 Discovery of the Internet’s “Achilles’ heel”

 Questions and issues
 What is the quality of this “big (BGP) data” …?
 How do the new “insights” compare to Internet reality …?
 What exactly is “physical” about the resulting Internet maps …?



Getting to know your data …

 The “Network Scientist’s” perspective
 Available data is taken at face value (“don’t ask …”)
 No or only little domain knowledge is required
 The outcome often leaves little room for further efforts

 The “Engineer’s” perspective
 Available data tends to be scrutinized (not enough, though)
 Domain knowledge is “king” – details matter!
 The results often give rise to new questions/problems
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The Network Scientist’s View

 Easy to download publicly available BGP datasets

 Take the data at “face value”

 Easy to reconstruct a graph (often already provided, 
courtesy of your friendly networking researchers)

 Resulting graph is taken to represent the Internet’s AS-
level connectivity (“ground truth”)



The Network Scientist’s view

 Overall appeal for studying AS-level Internet
 Reduces a “complex” system to a bunch of nodes & links
 Results in moderate-sized graphs
 The apparent connection to the Internet makes it an interesting 

“real-world” graph/network

 Exist “blue prints” for studying graphs
 Characteristics (e.g., degree distribution, diameter,  …)
 Graph models of the Internet (e.g., scale-free type networks)
 Model-based predictions
 AS topology generation
 Visualization – little else than “eye candy” …



R. D’Souza, C. Borgs, J. Chayes, N. Berger, and R. Kleinberg (PNAS 2007)





http://www.peer1.com/blog/2011/03/map-of-the-internet-2011/



The Engineer’s view

 The inter-domain routing system
 The inter-domain routing protocol BGP

 BGP-based measurements
 BGP data collection projects for the public good



Re: Inter-Domain Topology
 Inter-domain routing system
 Foundation for Internet wide-area communication

 Characteristics impacting the performance of this system
 Inter-domain topology (also called AS-graph)

 Nodes are ASes
 Links are AS relationships
 Links signify route exchange between corresponding ASes, but not 

necessarily IP traffic exchange!

 Route stability
 Transient changes due to router or link failures
 Router misconfigurations
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Re: Measuring AS-level Connectivity 

 Basic problem
 Individual ASes know their (local) AS-level connections
 AS-specific connectivity data is not publicly available
 AS-level connectivity cannot be measured directly

 Main Reasons
 AS-level data are considered proprietary
 Fear of loosing competitive advantage
 No central agency exists that collects this data
 No tool exists to measure AS connectivity directly
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Re: Measuring AS-level Connectivity (cont.)

 Generic approach to overcome basic problem
 Identify and collect appropriate “surrogate” data
 Surrogate data should be publicly available/obtainable
 May require substantial efforts to collect surrogate data 
 What does the surrogate data really say about AS-level 

connectivity? 

 Practical solution
 Rely on BGP, the de facto inter-domain routing protocol 
 Use BGP RIBs (routing information base) 
 RIBs contain routing information maintained by the router



Re: Inter-Domain Routing Protocol BGP4 
 De facto standard inter-domain routing protocol
 RFC 1771 (1995), RFC 4271 (2006)

 Enables ASes to implement/realize their routing policies
 An AS may originate one or more routes
 Routes advertise reachability to IP address prefixes within an AS
 An AS realises its policies by independently selecting and 

selectively propagating  routes obtained from neighboring  ASes
 Associated with each route is the list of ASes traversed by the 

route – the route’s AS_PATH
 Scalable, expressive, flexible information-hiding protocol
 Exchange of routing information w/o revealing AS-internals
 Support for the complex and evolving business policies ASes

have with each other



Example of AS Path Generation in BGP



Re: Available BGP measurements
 Use BGP RIBs (routing information base) and updates
 RIBs contain routing information maintained by the router
 Typical Routing table size:  ~200-300K entries
 Focus has been on AS_PATH attribute

 Typical BGP RIB table entry



Who is collecting BGP measurements?
 Daily BGP table dumps and updates are collected from 

multiple monitors that are connected to numerous 
routers across the Internet

 RouteViews project (University of Oregon) 
 Started ~1997
 Initially connected to large providers, recently also to IXPs 
 http://www.routeviews.org/

 RIPE RIS project (RIPE NCC, Netherlands)
 Started data collection around 2000
 Similar approach as RouteViews
 http://www.ripe.net/data-tools/stats/ris/routing-information-

service



Results from BGP data (1996-2010)

- Some 30,000 ASes
- Some 80,000 links of the customer-provider type (80% of all links)
- Some 20,000 links of the peer-peer type (20% of all links)   

A. Dhamdhere and C. Dovrolis (2011)

~80,000 C-P links

~20,000 P-P links

20101996
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Re: Other data for the AS-level Internet

 Data plane measurements (e.g., traceroute)
 Archipelago (Ark, previously Skitter), CAIDA
 Dimes (EU project)
 Many more …

 Unsolved problem: Mapping traceroutes to AS-routes
 Problem #1: Mapping interface IP addresses to routers (IP 

alias resolution problem)
 Problem #2: Mapping routers to ASes

 Bottom line
 Without novel solutions to problems #1 and #2, current 

traceroute-based measurements are of very questionable 
quality for accurately inferring AS-level connectivity
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Re: Other data for the AS-level Internet

 Other available sources
 Public databases (WHOIS)
 Internet Routing Registry IRR)
 Packet Clearing House (PCH), PeeringDB, Euro-IX

 Main problems
 Voluntary efforts to populate the databases
 Inaccurate, stale, incomplete information

 Bottom line
 These databases contain valuable information …
 These databases are of insufficient quality to even 

approximately infer AS-level connectivity
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Re: Engineer’s view - some “details” 

 Key observation
 BGP is not a mechanism by which ASes distribute connectivity 

information
 BGP is a protocol by which ASes distribute the reachability of 

their networks via a set of routing paths that have been chosen 
by other ASes in accordance with their policies.

 Main challenge
 BGP measurements are an example of “surrogate” data
 Using this “surrogate” data to obtain accurate AS-level 

connectivity information is notoriously hard
 Examining the hygiene of BGP measurements requires 

significant commitment and domain knowledge
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Re: Engineer’s view – some details (cont.)

 Basic problem #1: Incompleteness
 Many peering links/relationships are not visible from the current 

set of BGP monitors
 A well-known problem of vantage point locations

 Basic problem #2:  Ambiguity
 Need heuristics to infer “meaning” of AS links: customer-provider, 

peer-to-peer, sibling, and a few others
 Existing heuristics are known to be inaccurate
 Renewed recent efforts to develop better heuristics …
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Re: Engineer’s view – some details (cont.)

 The dilemma with current BGP measurements
 Parts of the available data seem accurate and solid (i.e., customer-

provider links, nodes)
 Parts of the available data are highly problematic and incomplete 

(i.e., peer-to-peer links)

 Bottom line
 (Current) BGP-based measurements are of questionable quality 

for accurately inferring AS-level connectivity
 It is expected that future BGP-based measurements will be more 

useful for the purpose of AS-level inference
 Very difficult to get to the “ground truth”



Re: Engineer’s view – some details (cont.)

 RouteViews/RIPE RIS data were never meant to be used to 
infer the Internet’s AS-level connectivty
 Missing data problem (links)
 Inaccuracies (AS relationship inference)
 Ambiguities (due to transients and dynamics)

 BUT: value/benefit of the data for operators is huge!
 Use of BGP-based measurements by the research community 

for mapping the Internet’s AS-level connectivity
 Engineering hack – BGP is an information-hiding and not an 

information-revealing  protocol
 An example of  “What we can measure is typically not what we 

want to measure!”



On RouteViews/RIPE-provided datasets
 From the RouteViews/RIPE RIS websites
 “The RouteViews project was originally conceived as a tool for 

Internet operators to (i) obtain real-time information about the 
global routing system from the perspectives of several different 
backbones and locations around the Internet, and (ii) determine how 
the global routing system viewed their prefixes and/or AS space.”

 “The goal of the Routing Information Service (RIS) is to collect 
routing information between ASes and their development over time 
from a number of vantage points in the Internet.  One important 
application for this data will be debugging.  For example, if a user 
complains that a certain site could not be reached earlier, the RIS will 
provide the necessary information to discover what caused the 
problem.”

 No mentioning that the obtained data are applicable to 
inferring the Internet’s AS graph, and for good reasons …!!
 Does provides some info about the AS-level Internet
 Does not provide the info needed to infer AS-level connectivity



But all this was well-known …!
 R. Govindan and A. Reddy, 1997. An analysis of 

Internet inter-domain topology and route stability. 
IEEE INFOCOM.

 The purpose for performing their study is explicitly stated
 “To understand the impact of the routing system on wide-area 

communication, we focus on two characteristics of the routing 
system: the inter-domain topology and route stability.”

 “… we obtain approximate characterizations, called snapshots of 
the inter-domain topology from three different segments of our 
[BGP] traces.”
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Re: Govindan & Reddy 1997 paper
 The main problems with the BGP measurements are 

explicitly mentioned
 “However, there is still a likelihood of “missing” some of the inter-

domain links, and a smaller likelihood of “missing” some domains 
as well. “

 “In general, we expect that this technique gives a fairly good picture 
of the topology closer to the trace collection location (i.e., in the 
North America portion of the Internet). The “fuzziness” of our 
snapshots is likely to increase with the increasing distance from the 
trace collection locations.”

 The Govindan & Reddy 1997 paper is an early textbook example 
for what information a measurement paper should provide.
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Re: Govindan & Reddy 1997 paper (cont.)

 Albert et al. (2000) point directly to Faloutsos et al. (1999)
 Faloutsos et al. (1999) cite Govindan&Reddy (1997) but 

ignore the caveats mentioned in that paper and mis-
represent the reported efforts

 Almost all subsequent papers that deal with the AS-level 
Internet cite Faloutsos et al. (1999)

 An example of the influence that secondary citations can 
and do have …

 The Govindan & Reddy 1997 paper is now hardly cited and 
largely forgotten!
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Discussion
 Details do matter!

 Implications for analyzing BGP data?

 Every networking student knows the problems 
with BGP data, so why is this domain knowledge 
not used?

 Why has the 1997 Govindan & Reddy paper never 
been referenced in subsequent Internet topology 
papers?



Re: Missing link problem in BGP data

 The dilemma with the available BGP measurements
 Some of the data is accurate and solid
 Some of the data is highly problematic/incomplete/inaccurate
 Examining the hygiene of these BGP measurements requires 

significant commitment and domain knowledge

 2008 (with R. Oliveira, D. Pei, B. Zhang, and L. Zhang) 
 Good: Using the data over time provides high-quality info about 

AS links representing customer-provider relationships 
 Bad:  Datasets provide low-quality info about AS links 

representing peer-to-peer relationships (missing link problem)
 How bad is “bad”?



Re: Missing link problem in BGP data

- Some 30,000 ASes
- Some 80,000 links of the customer-provider type (80% of all links)
- Some 20,000 links of the peer-peer type (20% of all links)   

A. Dhamdhere and C. Dovrolis (2011)

?
ok

??



IXPs and the missing link problem
 An IXP is a physical facility with a switching infrastructure for 

the primary purpose to enable networks to interconnect and 
exchange traffic directly (and essentially for free) rather than 
through one or more 3rd parties (and at a cost). 



Internet eXchange Points (IXPs)
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IXPs & the missing link problem (~2010)
 An IXP is a physical facility with a switching infrastructure for 

the primary purpose to enable networks to interconnect and 
exchange traffic directly (and essentially for free) rather than 
through one or more 3rd parties (and at a cost).

 Example: European IXP market
 Operational IXPs: from a few in the mid-1990 to 127 in 2010
 ~40 participants per IXP (a few 100 for the large ones)

 Simple math to estimate existing number of peering links
 About 250 * (40*39/2) * .33 ~ 65,000 peer-to-peer links
 RouteViews/RIPE RIS data only show about 20,000 peerings

 15 years of AS topology research with almost 50,000 (critical) 
links missing???



Going after the missing links at IXPs
 IXPs are promising places to look for missing AS links 
 2002 (with H. Chang, R. Govindan, S. Jamin, and S. Shenker)

 Methodology for identifying IXPs in traceroute probes
 2004 (K. Xu, Z. Duan, Z.-L. Zhang, and J. Chandrashekar)

 Initial attempt at discovering new peerings at IXPs
 2005 (H. Chang)

 Another attempt at discovering new peering links at IXPs 
from general-purpose traceroute measurements
 2007 (Y. He, G. Siganos, M. Faloutsos, and S. V. Krishnamurthy)

 Explanation for why the Internet’s IXP substrate holds 
the secret concerning the missing links
 2008 (with R. Oliveira, D. Pei, B. Zhang, and L. Zhang) 



Going after the missing links at IXPs (I)
 Ad-hoc or general-purpose traceroute data
 Method-of-choice until 2008
 Detected a few thousands of new links



Identifying IXPs in traceroute data
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Going after the missing links at IXPs (II)
 Ad-hoc or general-purpose traceroute data
 Method-of-choice until 2008
 Detected a few thousands of new links

 Special-purpose traceroute campaigns using LGs
 2009 (with B. Augustin and B. Krishnamurthy)
 Relied on some 1-2K Looking Glasses
 Detected ~20,000 new P-P links that cannot be seen in the 

RouteViews/RIPE RIS-provided datasets



Use of LGs for targeted traceroutes
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Going after the missing links at IXPs (III)
 Ad-hoc or general-purpose traceroute data
 Method-of-choice until 2008
 Detected a few thousands of new links

 Special-purpose traceroute campaigns using LGs
 2009 (with B. Augustin and B. Krishnamurthy)
 Relied on (mis-used?) some 1-2K Looking Glasses
 Detected ~20,000 new peering links that cannot be seen in the 

RouteViews/RIPE RIS-provided datasets
 Special-purpose traceroute campaigns using Dasu
 2010 – present (with M. Sanchez, F. Bustamante, and B. 

Krishnamurthy)
 Rely on some 30K Dasu clients (i.e., end users)
 Detected another some 20,000 new P-P links that cannot be seen in 

the RouteViews/RIPE RIS-provided datasets
 Importantly: Essentially disjoint from LG-discovered P-P links!



Use of Dasu for targeted traceroutes
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Getting closer to “ground truth”? (2012)

Methodology Number of P-P links in 
the entire Internet

2010 BGP data (RouteViews/RIPE-RIS) > 20,000



Getting closer to “ground truth”?

Methodology Number of P-P links in 
the entire Internet

2010 BGP data (RouteViews/RIPE-RIS) > 20,000

2010 Targeted traceroute probes (LGs) > 40,000
2011 Targeted traceroute probes (Dasu) > 60,000



Getting closer to “ground truth”?

Methodology Number of P-P links in 
the entire Internet

2010 BGP data (RouteViews/RIPE-RIS) > 20,000

2010 Targeted traceroute probes (LGs) > 40,000
2011 Targeted traceroute probes (Dasu) > 60,000

2012 (Proprietary) data from a large IXP > 200,000



What happened?
 We got lucky …
 Anja Feldmann’s group at T-Labs/TU Berlin obtained high-

quality traffic data from on of the largest IXPs in Europe
 B. Ager, N. Chatzis, A. Feldmann, N. Sarrar, S. Uhlig, W.  Willinger 

Anatomy of a Large European IXP,  ACM Sigcomm 2012

 A brief summary of our main IXP-specific findings 
 This IXP has some 400 active member ASes (public info)
 This IXP handles some 10-20 PB traffic on a daily basis (public 

info) - as much as some of the largest tier-1 ISPs
 At this IXP alone, there are more than 50,000 links of the peer-

peer type, most of which are invisible to the commonly-used 
BGP and traceroute measurements but are actively used.



Re: Missing link problem (2015)
 Derivation of new lower bound
 Conservative extrapolation to the European Internet scene

 4 such large IXPs in Europe (assume 50% peering): ~160,000 P-P links
 Remaining 150 or so IXPs in Europe : ~40,000 P-P links

 Completely ignoring the 150 or so IXPs in the rest of the world

 (Conservative) lower bound on the number of P-P links 
 There are easily more than 200,000 P-P links in today’s Internet 

(as compared to the currently assumed ~ 20,000)

 These numbers require a complete revamping of the 
mental picture our community has about the AS-level 
Internet.



What Now?
 15 years of studies of the AS-level Internet with some 

50% of the links missing …
 Will we learn from this?

 The boring but highly predictable next steps/papers
 Augment previous AS-graphs with these missing links
 Repeat the same king of graph-type analysis with this “more 

complete”AS graph

 The exiting but very difficult next steps/papers
 Scientific exploration of the AS-level Internet (not a graph!)
 What network economics to study an economic construct?



Challenge #1: Expect Change!
 Meaning/definition of an AS

 RFC 1930: A collection of connected IP routing prefixes under the control of 
one or more network operators that presents a common, clearly defined routing 
policy to the Internet

 Reality: ASes are often not homogeneous and/or contiguous entities
 Examples:  multi-AS orgs; one and the same AS can announce different sets of 

prefixes at different exit points of its network (PoPs)
 Meaning/definition of an AS link

 Case in point: IXP have no place in a traditional AS graph
 Requires a single “edge” to connect multiple ASes – need hypergraph structure

 Measurement of AS connectivity
 Observed new peering  arrangements require finer-grained measurement 

capabilities
 Modeling AS-level connectivity of the Internet

 NOT a graph!
 Need models that reflect the importance of economic aspects of this construct



Challenge #2: Measurement is Hard!
 Detecting missing AS links is largely a visibility problem

 Less about #traceroutes launched, and more about the locations from 
where they are launched

 Available platforms with VPs
 PlanetLab infrastructure

 few, fixed, but powerful nodes
 limited visibility into the public Internet due to node locations

 Looking Glass servers
 a few thousand servers, with limited capabilities (e.g., traceroute, BGP summary)
 typically found in (and supported by) networks of large NSP or of academic & 

research/education institutions
 not intended to be used as “general-purpose” Internet measurement platform –

operators are watching them!
 Dasu platform

 abundance of nodes/end users in the “interesting” parts of the growing Internet
 leverages P2P client plug-in to launch active/passive measurement experiments
 Example of a “good” botnet …



Challenge #3: It’s (mostly) about Economics!
 AS-level connectivity of the Internet
 Much more interesting than what a simple graph can capture
 The IXP substrate is a very vibrant part of the AS-level Internet

 IXPs actively vie for (paying) participants
 IXPs constantly innovate, using latest technologies (e.g., SDN)
 Economic incentives for IXP participants are often obvious
 New players enter the picture (e.g., IXP resellers)

 Examples of innovation within the IXP substrate
 Remote peering service (by IXPs, in combination with NSPs that 

enable this service)
 Free use of route server (for multi-lateral peering)
 Enabler of fine-grained peering relationships

 Prefix-specific peering
 Load- or time-of-day-specific peering



Challenge #4: Traffic is Key!
 Cannot understand/model the Internet’s AS-level connectivity 

structure and its evolution without knowing anything about the 
traffic that is exchanged over this complex structure

 How to perform meaningful measurement experiments and/or 
inference to provide useful and high-quality traffic-related info?

 Some initial recent attempt
 2004 (A. Feldmann et al. : inter-domain Web traffic)
 2004 (S. Uhlig et al.: first study of inter-domain traffic traces)
 2006 (with H. Chang: on inter-domain connectivity and traffic)
 2006 (with H. Chang et al.: inter-AS traffic matrices)
 2009 (with Y. Zhang et al.: TMs & compressive sensing/matrix 

completion)
 2010 (V. Bharti et al.: inferring invisible traffic & matrix completion)



Challenge #5: What Internet Hierarchy?
 Our mental picture of “tiered Internet hierarchy” may 

have been consistent with reality 10-15 years ago, briefly 
after the decommissioning of the NSFNET

 However, for the last 5-10 years, this mental picture is no 
longer valid (except maybe for the Tier-1’s), nor are the 
various suggested replacements (commonly referred to as 
“flattening of the Internet")
 P. Gill et al., PAM 2008.
 C. Labovitz et al., SIGCOMM 2010 
 A. Dhamdhere and C. Dovrolis, CoNEXT 2010.
 A. Ager et al., SIGCOMM 2012



Challenge #6: AS Internet – Not a Graph!
 Reality is more like “everything goes”
 Wide range of large-to-small content providers, hosting, CDNs
 Wide range of global-to-local ISPs and NSPs
 Wide range of IXPs with global/national/local participants

 Hierarchical and flat at the same time
 Rich upstream (customer-provider) connectivity (e.g., for 

enterprise/business customers “valuable” traffic)
 Rich peering (peer-to-peer) connectivity wherever it makes sense 

and is supported (e.g., for connecting content to eyeballs at IXPs 
where the demand justifies peering)

 Conventional wisdom vs. reality
 Well-known “fact”: Tier-1’s don’t show up at IXPs
 Think again: Tier-1’s do show up at IXPs, but in “disguise” (i.e., using 

different ASNs they own)
 Need to know: How do ASNs map to organizations/corporations?



Challenge #7: AS meets physical Internet

 The AS-level Internet
 IXPs are housed in one or more colo facilities
 Colos/router hotels house the routers of one or more ASes
 Inter-AS connectivity can manifest itself in many different 

physical connections (between distinct border routers)



DE-CIX: Colocation facilities in FRA
 Equinix, FR4, Lärchenstr. 110
 Equinix, FR5, Kleyerstr. 90
 Equinix, FR2, Kruppstr. 121-127
 e-shelter, Eschborner Landstr. 100
 I.T.E.N.O.S., Rebstöckerstr. 25-31
 Interxion, FRA1, Hanauer Landstr. 302
 Interxion, FRA2, Hanauer Landstr. 304A
 Interxion, FRA3, Weissmüller Str. 21
 Interxion, FRA4, Weissmüller Str. 19
 Interxion, FRA5, Hanauer Landstr. 308a
 Interxion, FRA6, Hanauer Landstr. 300a
 Interxion, FRA7, Hanauer Landstr. 296a
 KPN, Kleyerstr. 90
 Level3, Kleyerstr. 82 (Building A)
 Level3, Kleyerstr. 90
 NewTelco, Rebstöckerstr. 25-31 (Building B, Room B.1.10)
 TelecityGroup, Gutleutstr. 310
 Telehouse, Kleyerstr. 79 (Building K)
 Telehouse, Kleyerstr. 79 (Building I)



Challenge #7: AS meets physical Internet

 The AS-level Internet
 IXPs are housed in one or more colo facilities
 Colos/router hotels house the routers of one or more ASes
 Inter-AS connectivity can manifest itself in many different 

physical connections (between distinct border routers)

 The physical Internet
 Routers of the different ASes are housed in colos/router hotels 
 (Some US Tier-1s have separate facilities/buildings)
 Intra-AS connectivity is the router-level view of the AS



An early attempt (D. Nicol et al 2003)

http://users.cis.fiu.edu/~liux/research/papers/topo-wsc03.pdf



Grand Challenge – What we have …
 Visualization of the Internet in 1994 (topology & traffic)



Grand Challenge – What we want …
 Visualization of the Internet in 2012 (topology & traffic)??

b



Why is this (very) hard?
 What topology?
 AS-level Internet topology (AS graph)
 Physical Internet topology (router graph) 
 Main focus of some 15 years of Internet topology research
 We know much less about this than we thought we did …

 What traffic?
 Inter-domain traffic (AS traffic matrix)
 How much traffic is exchanged between any pair of ASes?
 We know next to nothing about this …

 What visualization?
 ????



An analog: Worldwide airline system ...

http://www.northwestern.edu/newscenter/stories/2012/06/complex-networks-skeletons.html



… or US airline traffic

http://vis.stanford.edu/files/2011-DividedEdgeBundling-InfoVis.pdf



Conclusion
 Past 15 years of research on the Internet’s AS-level 

connectivity structure
 Example of Grossman’s (mis)quote of H.L Mencken:

“Complex problems have simple, easy-to-understand 
wrong answers.”

 Next 15 years of research on the AS-level Internet
 Emphasis on “network of network” aspect
 Deal with dynamics of and over this construct
 What network economics for the AS-level Internet?

 Major challenge ahead: inter-domain traffic information!



… and finally:

If you start to feel sorry about networking 
researchers because the reality of Internet 
measurement makes their lives/jobs difficult, 
talk to the biologists or read their papers that 
describe their measurements, and you will 
realize what an easy life the networking 
researches have!



Some “fun” activities …
 traceroute experiments (IV)
 Run traceroute from a machine you can access …
 … to a target and make sure it traverses a given AS link …

 traceroute experiments (V)
 Run traceroute from a machine you can access …
 … to a target and make sure it traverses a given AS link in a 

specific city

 traceroute experiments (III)
 In case (V), how would you go about determining in which 

colocation facility your probe packets were handed over?



Thanks! 

Questions?


